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ABSTRACT

Learning-based gaze estimation has significant potential to enable attentive user interfaces and gaze-based interaction on the billions of camera-equipped handheld devices and ambient displays. While training accurate person- and device-independent gaze estimators remains challenging, person-specific training is feasible but requires tedious data collection for each target device. To address these limitations, we present the first method to train person-specific gaze estimators across multiple devices. At the core of our method is a single convolutional neural network with shared feature extraction layers and device-specific branches that we train from face images and corresponding on-screen gaze locations. Detailed evaluations on a new dataset of interactions with five common devices (mobile phone, tablet, laptop, desktop computer, smart TV) and three common applications (mobile game, text editing, media center) demonstrate the significant potential of cross-device training. We further explore training with gaze locations derived from natural interactions, such as mouse or touch input.
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INTRODUCTION

Cameras are being integrated in an ever-increasing number of personal devices, such as mobile phones and laptops. At the same time, methods for learning-based gaze estimation, i.e. methods that directly map eye images to on-screen gaze locations/3D gaze directions, have considerably matured [1, 2, 3, 4, 5]. Taken together, these advances promise to finally enable attentive user interface [6], eye-based user modelling [7, 8], and gaze interaction [9, 10, 11] on devices that we all use in everyday life. Despite this potential, current learning-based methods still require dedicated person- and device-specific training data to achieve a practically useful accuracy of $2^\circ \sim 4^\circ$. This requires a so-called explicit calibration in which users have to iteratively fixate on predefined locations on the device screen. This calibration data is then used to train a person-specific gaze estimator. However, this approach is both tedious and time-consuming given that the calibration has to be performed on each device separately. This has hindered the adoption of gaze input in a wider range of HCI applications.

In this work we are the first to propose a solution to this problem, namely to learn a gaze estimator for a particular user across multiple devices — so-called \textit{Multi-Device Person-Specific Gaze Estimation}. As illustrated in Figure 1, the key idea is to train a single gaze estimator, in our case based on a convolutional neural network (CNN), with \textit{shared feature extraction layers} and \textit{device-specific encoder/decoder branches}. While the shared feature extraction layers encode device-independent image information indicative for different gaze directions, the encoders and decoders adapt these shared features to device-specific camera and screen properties, such as image quality and screen resolution. Key advantages of this approach are that it is scalable, i.e. it can use data from an arbitrary number and type of devices a user might own, and that it leverages whatever amount of data may be available from these devices. To the best of our knowledge, this is the first work to explore person-specific gaze estimation using multi-device learning. In addition, we demonstrate how our approach can be combined with implicit calibration into a highly practical solution for person-specific gaze estimation. In contrast to explicit calibration, implicit calibration exploits the correlation between gaze and interaction events naturally occurring on the device, such as touches [12] or mouse clicks [13].

![Figure 1. Our method for multi-device person-specific gaze estimation based on a convolutional neural network (CNN). It processes the person-specific images obtained from different devices with device-specific encoders and shared feature extraction layers, and gives out gaze estimates by different device-specific decoders.](https://doi.org/10.1145/3173574.3174198)
implicit calibration can yield large amounts of data without
imposing any additional user effort, ground-truth gaze location
labels are less reliable than the data from conventional explicit
calibration. In addition, implicit calibration fundamentally
suffers from the low input frequency, and thus low amount of
data, on some devices, such as TVs [14]. Multi-device person-
specific gaze estimation can alleviate this issue by leveraging
data from other personal devices, and by sharing the learned
person-specific feature across all devices.

The contributions of our work are three-fold. First, we propose
the first method to train person-specific gaze estimators across
multiple devices. Second, we conduct detailed evaluations
demonstrating the effectiveness and significant potential of
multi-device person-specific gaze estimation. To facilitate
these evaluations, we further collected a new 22-participant
dataset of images and user interactions with five device types
(mobile phone, tablet, laptop, desktop computer, smart TV).
We will release this dataset to the community free of charge
upon acceptance of this paper. Third, we propose a practi-
cal approach that combines multi-device person-specific gaze
estimation with implicit calibration and evaluate it on data col-
clected while users interacted with three common applications
(mobile game, text editing, media center).

RELATED WORK
Our work is related to previous works on (1) learning-based
gaze estimation and (2) multi-domain learning.

Learning-Based Gaze Estimation
Gaze estimation methods can be broadly differentiated into
model-based and learning-based approaches. While model-
based approaches typically fit a geometric eye model to an eye
image to estimate gaze direction [15, 16, 17], learning-based
methods directly map from the eye image pixels to a particular
gaze direction [18, 19, 20]. Learning-based gaze estimation
methods work with ordinary cameras under variable lighting
conditions [3, 21]. Recently, a number of works have explored
means to train one generic gaze estimator that can be directly
applied to any device and user [1, 3, 4, 22]. To extend the
coverage of the training data, latest efforts have focused on eye
image synthesis [1, 22, 23] and eye image refinement [24] with
some success. Zhang et al. recently demonstrated significant
performance improvements of over 25% by using full-face
images as input, instead of eye images [5]. Despite all of these
advances in learning-based gaze estimation in recent years,
the performance heavily relies on the amount and quality of
the training data – which is tedious and time-consuming to
collect and annotate. Also, cross-device, cross-person gaze
estimation still only achieves a relatively low accuracy of
around 7 ~ 10° [3, 24], and person-specific training data is
necessary for good performance of about 3° [1].

User- or Device-Specific Adaptation
Traditional methods for learning-based gaze estimation as-
sumed both user- and device-specific training data [18, 19,
20]. While they could achieve better performance, it is usually
quite impractical to assume large amounts of training data from
each target user and device. In the context of learning-based
gaze estimation, some methods focused on the cross-person
device-specific training task. Krafa et al. trained a gaze es-
estimation CNN model on 1.5 million images collected from
mobile phones and tablets, and achieved an accuracy of 2cm
on the screen [4]. Huang et al. collected over 100,000 images
during tablet use and applied a Random Forests regressor for
on-screen gaze learning [25]. From a practical point of view,
however, a large amount of device-specific training data is still
a major requirement for most application scenarios. Sugano et
al. proposed an alternative method that combined aggregation
of gaze data from multiple users on a public display with an
on-site training data collection [10]. In contrast, we focus on
the multi-device person-specific training task that has not been
explored in the gaze estimation literature so far.

Implicit Calibration for Gaze Estimation
Another challenge of learning-based gaze estimation methods
is how to reduce the cost of collecting the required amount of
training data. Several previous works investigated the use of
saliency maps [26, 27, 28] or predicting fixations on images
using a regression CNN [29]. Others proposed to leverage
the correlation between gaze and user interactions. Jeff et al.
explored multiple cursor activities for gaze prediction [30].
Sugano et al. used mouse-clicks to incrementally update the
gaze estimator [31]. Papoutsaki et al. developed a browser-
based eye tracker that learned from mouse-clicks and mouse
movements [32]. Huang et al. further investigated the tempo-
ral and spatial alignments between keypresses, mouse-clicks
and gaze signals for user-specific gaze learning [14]. Such
interaction-based implicit calibration complements the idea of
cross-device person-specific gaze estimation, and the most im-
portant goal of this work is to investigate our method together
with a more realistic assumption of implicit data collection.

Multi-Domain Learning
Multi-task learning has been researched in the machine learn-
ing literature for decades, such as for natural language pro-
cessing [33], speech recognition [34], facial landmark detec-
tion [35], or facial expression recognition [36]. Kaiser et al.
used a single model for multiple unrelated tasks by incorpo-
rating an encoder and a decoder for each task [37]. While
multi-task learning is about solving different tasks using a sin-
gle model with a shared feature representation, multi-domain
learning follows the same approach but with the goal of im-
proving performance on multiple data domains. Nam and Han
recently proposed a multi-domain CNN for visual tracking
composed of shared layers and multiple branches of domain-
specific layers [38]. The multi-device person-specific gaze
estimation can also be interpreted as a multi-domain learning
task, and therefore the underlying architecture of our method
is inspired by recent multi-domain neural networks. The novel-
ty of our work is to investigate the practical feasibility of a
multi-domain approach in the context of gaze estimation.

MULTI-DEVICE PERSON-SPECIFIC GAZE ESTIMATION
The core idea explored in this work is to train a single person-
specific gaze estimator across multiple devices. We assume
a set of training data, i.e., face images and ground-truth on-
screen gaze locations, to be available from multiple personal
devices. Facial appearance of a particular user can vary across
devices due to different camera properties, and the physical
We design our multi-device CNN based on the original AlexNet architecture, which has five convolutional layers and three fully connected layers. We use the same number of layers and number of nodes in each layer as AlexNet. The first two layers are used as encoders to distil the common visual features from different cameras. More specifically, given $N$ devices, our model contains $N$ device-specific encoders, each of which consists of two convolutional layers. These layers learn the local features from the input images of the corresponding device and encode the image differences caused by camera parameters, head poses and face-to-camera distances. It is important to note that although our CNN architecture is shallow compared to common networks for multi-device learning tasks, our method is not restricted to the AlexNet model and can be easily extended to deeper architectures.

The key property of our model is to learn a gaze representation that is generic across devices but specific to a particular user. This is achieved by shared feature extraction layers after the device-specific encoders. We replaced the sixth fully connected layer of the original AlexNet with a convolutional layer, resulting in a total of four convolutional layers for shared feature extraction. After the shared feature extraction layers, the decoders consisting of two fully-connected layers are used for mapping the shared feature representation to device-specific on-screen gaze spaces. We systematically evaluated different numbers of layers for the encoders and decoders, and found these numbers to result in the best performance. In the training phase, the shared feature extraction layers are updated according to all of the user-specific training data from different devices, while device-specific encoders and decoders are updated only with their corresponding device-specific training data. In the test phase, the shared feature extraction layers process the local features produced by a specific encoder and pass the shared gaze representation to the corresponding decoder.

3D Gaze Estimation
The target of gaze estimation can either be an on-screen 2D gaze location [4, 25] or a 3D gaze direction in camera coordinates [1, 3, 5, 23]. In this work we use a 3D gaze estimation task formulation for multi-device personal training. Although the direct 2D regression from face images to on-screen coordinates is straightforward, it requires a dedicated mapping function for each device to compensate for hardware configurations, such as the camera-screen relationship. In contrast, the 3D formulation explicitly incorporates geometric knowledge, such as camera intrinsics and hardware configurations. However, the 3D formulation only addresses a subset of the technical challenges involved in multi-device training, specifically not device-specific gaze and head pose distribution biases. There is still a large performance gap between multi-device and device-specific training, with device-specific training typically improving gaze estimation performance significantly [10]. As such, our multi-device person-specific training approach complements the 3D formulation: While the shared visual features can be learned more efficiently thanks to the 3D task formulation, the performance gap between generic and device-specific training is considerably reduced by the proposed encoder/decoder architecture.

The 3D gaze direction is usually defined as a unit vector originating from a 3D reference point (e.g. the centre of the eyes) and pointing along the optical axis. In practice, to estimate 3D gaze and reduce the device biases, we first apply the face detector [40] and facial landmark detector [41] to process the input image, and then normalise the image data as suggested by Sugano et al. [1]. Specifically, we transform the face image through a perspective warping to compensate for the scaling and rotation of the camera. This process results in a normalised image space with fixed camera parameters and reference point location. After this normalisation, we can get the cropped face image and gaze direction in the camera coordinate system, which can also be projected back to the specific screen coordinate system. Following [5], we set the size of the input face image to $448 \times 448$ pixels.
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Figure 4. Distributions of head angle ($h$) and gaze angle ($g$) in degrees for mobile phone, tablet, laptop, desktop computer, and smart TV, created with explicit calibration data. The overall range of head poses and gaze directions differed across devices. Participants mostly looked down while using mobile phone. In contrast, they often looked up while using the desktop computer and smart TV. In general, the range of gaze directions increases as the size of the device screen increases.

<table>
<thead>
<tr>
<th>Device</th>
<th>Mobile Phone</th>
<th>Tablet</th>
<th>Laptop</th>
<th>Desktop Computer</th>
<th>Smart TV</th>
</tr>
</thead>
<tbody>
<tr>
<td>Mean</td>
<td>810</td>
<td>358</td>
<td>802</td>
<td>636</td>
<td>165</td>
</tr>
<tr>
<td>STD</td>
<td>242</td>
<td>112</td>
<td>179</td>
<td>234</td>
<td>41</td>
</tr>
</tbody>
</table>

Table 1. Mean and standard deviation (STD) of the number of samples collected in the implicit calibration sessions over 20 participants and five devices. The number of samples differs across devices and activities.

Distribution of Head and Gaze Angles

We measured the 3D head pose by fitting a generic 3D face model to the detected facial landmarks, and transformed the on-screen gaze location to the 3D direction vector in the camera coordinate system as in [3]. Figure 4 shows the distributions of head and gaze angle in degrees on the five devices in the explicit calibration setting. The figure shows clear differences between devices due to the different hardware setups and the way participants interacted with them. For explicit calibration, a large proportion of the data from the mobile phone and tablet appears with positive angles of head pitch (looking up/down), meaning that participants were looking down on the screen. In contrast, most of the data recorded on the desktop computer and smart TV shows negative angles of head pitch, while the data from the laptop is quite evenly distributed. This suggests that data from different devices will be likely to complement each other and that training a gaze estimator using the combined data of different devices, especially from those with distinct use patterns of head poses, should be advantageous.

Although the sizes of the tablet (10") and the laptop (14") as well as of the desktop computer (24") and the smart TV (60") are rather different, the ranges of gaze angles are similar between tablet and laptop as well as between desktop and smart TV due to the distance from the users. However, the differences are still prominent among three device groups: mobile phone, tablet/laptop, and desktop/TV. These differences in head pose and gaze direction distributions illustrate the difficulty of training a generic gaze estimator across multiple devices, even with the 3D gaze estimation formulation.

Frequency of Interaction

Table 1 summarises the amount of data that we collected using implicit calibration from all 20 participants. The two most efficient implicit calibrations are game playing on the mobile phone (overall 1.4 samples/sec) and text editing on the laptop.
Figure 5. Gaze estimation error for the explicit calibration setting, comparing the proposed multi-device CNN (solid lines), a baseline single-device CNN trained on 1, 20 or 200 samples from the target device (dashed lines), as well as a single-device CNN trained on data from all source devices (dotted lines). The results were averaged over all five devices.

(overall 1.3 samples/sec). There are also differences in sampling rate for the same task performed on different devices. That is, game playing on the mobile phone yielded more data than on the tablet, as did text editing on the laptop compared to the desktop computer. The former may be because the tablet has a larger screen, resulting in longer travelling times between touches and a possibly higher chance of muscle fatigue. The latter could be due to the differences of typing on different keyboards under varied typing skills [44]. In addition, as expected, implicit calibration is not particularly efficient on the smart TV (overall 0.3 samples/sec). In summary, these differences in data acquisition efficiency support our idea of multi-device training. Our method can especially contribute to the gaze estimation on devices with limited and skewed person-specific data. It is important to note that the activity data that we collected cannot represent the universal quality and amount of data from the corresponding device.

EXPERIMENTS

We conducted several experiments to evaluate our method for multi-device person-specific gaze estimation. We first compare our multi-device CNN with a single-device CNN, and discuss the results for each device in more detail. We then evaluate another scenario where an increasing number of samples from the target device was used for training. We conducted all of these experiments for both the explicit and implicit calibration settings. Finally, we analyse the contribution of the different devices for multi-device learning when using explicit calibration data.

We used the Caffe [45] library to implement our model based on a modified AlexNet [39] pre-trained on ImageNet [46]. We fine-tuned the multi-device and single-device CNNs on MPI-IGaze [3] and EYEDIAP [2]. We used the Adam solver [47] with a learning rate of 0.00001 and stopped training after 60 epochs. From the 300 samples collected for each participant during the explicit calibration, we selected the first 200 for training and the remaining 100 samples for testing.

Figure 6. Gaze estimation error for the implicit calibration setting, comparing the proposed multi-device CNN (solid lines), a baseline single-device CNN trained on 1, 20 or 160 samples from the target device (dashed lines), as well as a single-device CNN trained on data from all source devices (dotted lines). The results were averaged over all five devices.

Multi-Device vs. Single-Device Performance

To compare the multi-device CNNs and single-device CNNs, we performed a leave-one-device-out cross-validation, where each time we took one device as the target device for evaluation and the other four devices as source devices. Last, the results were averaged across all five target devices. The proposed multi-device CNN takes the data from both target and source devices as input, while the single-device CNN only uses samples from the target device, as in previous works. In addition, we additionally trained the same single-device CNN with data from all devices to evaluate the effectiveness of our proposed network architecture.

We evaluate the gaze estimation performance for different amounts of training data from the target device. Specifically, we are interested in the following cases: performance 1) with one sample from the target device, which is close to the case of 1-point calibration; 2) with 20 samples, which takes a feasible time (around half a minute) to collect in the explicit calibration; and 3) with the maximum number of samples (200 for the explicit calibration, and a variable number for the implicit calibration), which gives us the upper bound performance.

Performance for Explicit Calibration

We first investigate the explicit calibration setting that yields high-quality training data and thus represents the ideal situation. Figure 5 shows the performance of our multi-device CNN compared to the single-device baseline. The single-device baseline was trained on 1, 20 or 200 target samples (samples from the target device), while the multi-device CNN was trained with the corresponding amount of target samples together with the data from the source devices. The figure also shows the single-device architecture trained with the same multi-device training data as the proposed multi-device CNN. The results were averaged across multiple devices, including mobile phone, tablet, laptop, desktop, and smart TV. The red, green, and blue lines indicate the cases with one, 20, and 200 target samples. The dashed lines denote the mean error in

Performance for Implicit Calibration

We then evaluate the gaze estimation performance for different amounts of training data from the target device. Specifically, we are interested in the following cases: performance 1) with one sample from the target device, which is close to the case of 1-point calibration; 2) with 20 samples, which takes a feasible time (around half a minute) to collect in the explicit calibration; and 3) with the maximum number of samples (200 for the explicit calibration, and a variable number for the implicit calibration), which gives us the upper bound performance.
degrees of the single-device CNN, the dotted lines show the results from the single-device architecture trained with data from all devices, and the solid lines are the results of the multi-device CNN trained on a growing amount of source samples (up to 200) from the source devices. As can be seen from the figure, the multi-device CNN outperforms the single-device CNN. In particular, there is a significant 11.8% improvement (paired t-test: p < 0.01) in the 1-sample case (red lines), corresponding to a mean error of 5.22° when trained with 200 source samples. The single-device architecture trained with data from all devices performs considerably worse. This is expected given that this represents the challenging cross-device gaze estimation task, one of the holy grails in learning-based gaze estimation [3]. Our multi-device CNN significantly improves over this performance using device-specific encoders and decoders to better leverage cross-device data.

Performance for Implicit Calibration

Figure 6 shows the corresponding results for the implicit calibration setting when using one, 20, and up to 160 samples from target devices for training. The test sets were the same as for the explicit calibration setting. We picked 160 samples given that it is the average number of samples collected on the smart TV, and thus the minimum number among the five devices (see Table 1). Prior work has shown that the performance for implicit calibration can be affected by the temporal and spatial misalignment between interaction events, e.g. key presses or mouse clicks, and gaze locations, leading the performance to deteriorate. However, encouragingly, with only a few exceptions in the case of the 1-sample calibration (red lines), training with multi-device data generally produced a significant 12% improvement (paired t-test: p < 0.01) over the single-device CNN, corresponding to a mean error of 6.18°, when it was trained with 160 source samples. The single-device architecture trained with data from all devices again achieved the worst performance due to the difficulty of cross-device gaze estimation training.

Most importantly, for the practically most useful 1-sample case, our multi-device CNN reaches the best performance of the single-device CNN with 160 target samples (blue dashed line). This is exciting as it, for instance, means that we can use a 1-point calibration for a new personal device to achieve the same performance as when training on over a hundred device-specific implicit calibration samples. This can significantly enhance the usability of gaze-based applications. In addition, similar to the explicit calibration setting discussed before, training with multi-device data can further improve the device-specific performance. Unlike the explicit calibration setting, though, our multi-device CNN can achieve a much lower mean error (5.69°) in the 160-sample case (blue lines) than the single-device CNN (6.17°), when it has been trained with 160 source samples. This demonstrates that multi-device person-specific training is clearly preferable in terms of performance.

Performance on Different Target Devices

We then evaluate the performance of the multi-device and single-device CNN baseline on the different target devices.

Performance for Explicit Calibration

Figure 7 shows the relative improvement of our multi-device CNN over the single-device baseline in the explicit calibration setting averaged over 20 participants. The numbers at the
As before, we compare the multi-device CNN against the single-device CNN. Following the previous discussion, the single-device CNN was trained on 1, 20 or 200 target samples, while the multi-device CNN was trained on 200 additional samples from each source device, i.e. 800 source samples in total. The numbers at the top of each bar are for each device, and their average is shown at the far right of Figure 5. The angular gaze estimation error with 200 samples corresponds to the distance of 1.4 cm on the mobile phone screen, 2.2 cm on the tablet, 2.5 cm on the laptop, 3.5 cm on the desktop computer, and 8.6 cm on the smart TV.

In all cases, the multi-device CNN achieves a clear improvement over single-device CNN. Although the improvements are negligible for the desktop computer and smart TV in the 200-sample case, the improvements for the mobile phone, tablet, and laptop are clear. Most encouragingly, the improvements for the 1-sample case (red bars) on different devices are considerable, over 5% across all devices and reaching almost 20% for the mobile phone. The 20-sample case (blue bars) also gives promising results with an improvement of almost 5% across all devices. It is also interesting to see that the relative improvements increase as the size of the target device display decreases, most obviously for the mobile phone. This is most likely because more samples from other devices share similar gaze directions with the mobile phone, thus contributing to the multi-device training (see Figure 4, the second row).

Performance for Implicit Calibration
As before, we compare the multi-device CNN against the single-device CNN in the implicit calibration setting on the same test set as for the explicit calibration. We intended to compare performance with increasing training samples from the target device. As before, our multi-device CNN was trained on the target samples along with 160 source samples from other source devices, i.e. 640 source samples in total. Source samples were ordered randomly. The results are shown in Figure 8. The bars show the relative improvement of the multi-device over the single-device CNN. The numbers at the top of each bar are for each devices, and their average is shown at the far right of Figure 6. The angular error with 200 samples corresponds to the distance of 1.8 cm on the mobile phone screen, 2.6 cm on the tablet, 4.7 cm on the laptop, 7.4 cm on the desktop computer, and 18.1 cm on the smart TV.

Encouragingly, for all cases, our multi-device CNN can still outperform single-device CNN. For the 1-sample case (red bars), the achieved improvements over the single-device CNN are more than 10% for four devices (mobile phone, tablet, laptop, and desktop). For the 160-sample case (green bars), our models achieved an improvement of more than 5% for all devices. However, the improvements with 20 target samples (blue bars) are not consistent with the other cases, probably due to the noise in the implicit calibration data.

Adding a New Device to the Multi-Device CNN
To shed light on the performance of our method in practical use, we investigate the scenario of a user adding a new personal device to the multi-device CNN already trained using a certain amount of data from existing devices. To this end, we treated this new device as the target device and the other four devices as source devices. We repeated this procedure for each device and averaged the resulting error numbers.

In the case of explicit calibration, the single-device CNN was trained on an increasing number of target samples from one to 200, while the multi-device CNN was trained additionally on 200 source samples from each source device. Figure 9 shows the resulting performance. The x-axis indicates the number of target samples and the y-axis is the mean error in degrees averaged across the five devices and 20 participants. As can be seen from the figure, the proposed multi-device CNN generally outperformed the single-device counterparts, and achieved higher improvements with less data from the target device.

The corresponding results for the implicit calibration setting are shown in Figure 10. In this setting, the number of target samples depended on the actual interactions performed with each device during data collection (see Table 1). The y-axis shows the mean error in degrees averaged across the five devices and the 20 participants. As the figure shows, the performance for both multi-device and single-device CNN fluctuates as the number of target samples increases, most likely because the implicit calibration results in more noise in the training data. However, our multi-device CNN still consistently outperforms the single-device baseline given sufficient target samples, indicating that the multi-device CNN is more robust to such noisy data.

Which Device Contributes Most to the Performance?
We finally conducted a fine-grained analysis of the contribution of the different source devices for multi-device learning on the target device. We took 20 explicit calibration samples from the target device for single-device CNN training, and trained our multi-device CNN with additional 200 explicit calibration samples from one source device. Figure 11 shows the relative improvement from this two-device CNN over the single-device CNN. We see that the relative improvement on
the devices depends on their range of gaze directions. That is, the relative improvement is higher if the gaze direction ranges are similar (see Figure 4). For example, the desktop computer and smart TV have a higher impact on each other compared to the other devices, and all the other four devices lead to high relative improvements on the mobile phone since their ranges of gaze direction cover that of the mobile phone.

DISCUSSION

In this work we proposed a novel method for multi-device person-specific gaze estimation – to the best of our knowledge the first of its kind. Our extensive experiments on a novel 20-participant dataset of interactions with five different common device types demonstrated significant performance improvements and practical advantages over state-of-the-art single-device gaze estimation. We first demonstrated these improvements for an explicit calibration setting that resembles a standard 9-point calibration procedure widely used in eye tracking. We additionally demonstrated how to combine our method with an implicit calibration scheme in which we train with gaze locations derived from natural interactions, such as mouse or touch input. Our results also demonstrated significant performance improvements in this setting.

Tedious personal calibration is one of the most important obstacles and a main reason why learning-based gaze estimation has not yet made its way into many interactive systems deployed in public. As personal devices become ever more ubiquitous, the requirement to perform personal calibration on every single device is even more time-consuming and tedious. Our proposed multi-device gaze estimation method turns the ubiquity of personal devices and the large number of interactions that users perform with these devices on a daily basis into an advantage. It does so by leveraging both the shared and complementary image information across devices to significantly improve over most common single-device CNNs. Even more importantly, as we show experimentally, our proposed multi-device CNN can not only reach the same performance as a single-device CNN, but does so with much less training data. A single-device method could achieve a better performance, but only with an extensive data collection on each device at the cost of limited practicality and drastically reduced user experience. Our approach provides an alternative solution to this problem by leveraging training data from devices on which implicit data collection is more efficient. This is of particular importance for those devices on which implicit calibration data occurs infrequently, such as smart TV.

In summary, our method has significant potential to pave the way for a whole new range of gaze-based applications in the wild. Although we have experimented on five devices in our study, the proposed method is by nature scalable to different numbers of devices. With ongoing advances in smart homes and sensor-rich mobile devices, cameras are integrated into a variety of objects, such as devices or even just walls. Users may not intentionally interact with these objects. However, given only one training sample, our method can produce an acceptable gaze estimator for each camera. Therefore, every object that users face or interact with could understand their visual attention [6] or even cognitive states [8].

Our experiments also revealed a fundamental challenge of learning from implicit and thus unreliable calibration data. Although we have not implemented any data alignment technique to handle this unreliability so far, our method could leverage the useful data from different devices to facilitate gaze learning. This shows that our method offers a certain robustness against noisy implicit calibration data. We expect the use of alignment techniques [14, 31] to further improve the performance and practicality of our approach. Besides, our experimental results (Figure 11) also highlight the different contributions of different device/activity data. We believe that a future study can use an intelligent learning strategy to jointly
We also found that our method was more robust to noisy data. This work was supported, in part, by the Cluster of Excellence on Multimodal Computing and Interaction at Saarland University, Germany, as well as a JST CREST research grant (JPMJCR14E1), Japan.

CONCLUSION
In this work we proposed the first method for multi-device person-specific gaze estimation. Our method leverages devicespecific encoders/decoders to adapt to device differences and uses shared feature extraction layers to encode the relation between personal facial appearance and gaze directions in a single representation shared across multiple devices. Our experiments demonstrated that our multi-device CNN outperforms single-device baselines for five different target devices. Furthermore, it could still improve the single-device CNN if it was trained with a sufficient amount of device-specific data. We also found that our method was more robust to noisy data than the single-device CNN. With the growing availability of camera-equipped devices, our method provides a practical and highly promising solution to personal gaze learning, thus opening up numerous opportunities for gaze-based applications in HCI and affective/cognitive computing.
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